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The goal of these last two lectures is to provide an introduction to global properties of General Relativity. We want to understand, for example

(1) why formation of a singularity is inevitable once a trapped surface forms

(2) why the area of a classical black hole can only increase

(3) why, classically, one cannot traverse a wormhole ("topological censorship")

(4) why the AdS/CFT correspondence is compatible with causality in the boundary CFT (the Gao-Wald theorem).
These are mostly statements about the causal structure of spacetime – where can one get, from a given starting point, along a worldline that is everywhere inside the local light cone?

The causal structure is what is new in Lorentz signature General Relativity relative to the Euclidean signature case which is more visible in everyday life.

To those of you not already familiar with our topics, I can offer some good news: there are a lot of interesting results, but they are all based on a few ideas – largely developed by Penrose in the 1960’s, with important elaborations by Hawking and others. So one can become conversant with this material in a short span of time.
Since the questions are about causal structure, we will be studying causal paths in spacetime. A causal path $x^\mu(\tau)$ is one whose tangent vector $\frac{dx^\mu}{d\tau}$ is everywhere timelike or null. Geodesics will play an important role, because a lot of the questions have to do with “what is the best one can do with a causal path?” For example, what is the closest one can come to escaping from the black hole or traversing the wormhole? The answer to such a question usually involves a geodesic with special properties.
We start by just considering causal paths from a point $q$ in Minkowski spacetime to a point $p$ in its future, i.e. inside the future light cone.

Drawn is the “causal diamond” $D^p_q$, consisting of all points in the causal future of $q$ and causal past of $p$. A causal path from $q$ to $p$ will lie in this diamond.
The first essential point is that the space of causal paths from $q$ to $p$ is in an appropriate sense compact. Causality is essential here. Without it, a sequence of paths could oscillate more and more wildly and have no convergent subsequence. For example, in two-dimensional Minkowski spacetime with metric \( ds^2 = -dt^2 + dx^2 \), here is a sequence of non-causal paths from $q : (t, x) = (0, 0)$ to $p : (t, x) = (1, 0)$:

\[
x = \sin(\pi nt).
\]

These paths oscillate more and more wildly with no limit for $n \to \infty$. Taking a subsequence does not help, so the space of all paths from $q$ to $p$ is noncompact.
Causality changes this because in the picture
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a causal path cannot have an angle of more than \(\pi/4\) from the vertical. Although we are really interested in causal paths in the Lorentz signature metric \(ds^2 = -dt^2 + dx^2\), it is useful to compare to the Euclidean signature metric

\[
ds_E^2 = dt^2 + dx^2.
\]

A straight line from \(q = (0, 0)\) to \(p = (1, 0)\) has Euclidean length 1, and an arbitrary causal path has length no more than \(\sqrt{2}\).
Once we have an upper bound on the Euclidean length, compactness follows. Parametrize a causal path of Euclidean length \( \lambda \leq \sqrt{2} \) by a parameter \( s \) that measures \( \lambda \) times the arclength, so \( s \) runs from 0 to 1. Suppose we are given a sequence of such paths

\[ x_n(s), \quad n = 1, 2, 3 \cdots \]

Since the total Euclidean length is \( \leq \sqrt{2} \), all these paths lie in a compact subset \( D \) of Minkowski space.

They all satisfy \( x_n(0) = q, \ x_n(1) = p \).
The existence of a convergent subsequence of the paths $x_n(s)$ follows by an argument that many of you will recognize: Since $x_n(s = 1/2)$ lies in a compact subset $D^p_q$ of Minkowski space, there is a subsequence of the paths $x_n(s)$ such that $x_n(1/2)$ converges. Extracting a further subsequence, one ensures that $x_n(1/4)$ and $x_n(3/4)$ converges. Continuing in this way, we get a subsequence such that $x_n(a/2^k)$ converges for integers $a, k$. The constraint on the length ensures that wild fluctuations are not possible, so actually for this subsequence, $x_n(s)$ converges for all $s$. We have learned that any sequence of causal paths from $q$ to $p$ has a convergent subsequence, and thus the space of causal paths is compact.
A corollary is that there must be a causal path from $q$ to $p$ that maximizes the elapsed proper time, which is

$$\tau = \int_0^1 ds \sqrt{\left(\frac{dt}{ds}\right)^2 - \left(\frac{dx}{ds}\right)^2}.$$ 

(There must be a finite upper bound on $\tau$, because a sequence of paths whose proper time $\tau_n$ increases without limit could not have a convergent subsequence. If $\tau_0$ is the least upper bound on $\tau$, then a sequence of paths with $\tau_n \to \tau_0$ would have a convergent subsequence, which would be a causal path of proper time $\tau_0$.) In the particular case of Minkowski spacetime, we can prove this more trivially: there is a unique geodesic from $q$ to $p$, namely a straight line, and it is the path of greatest proper time.
However, the only fact that we really needed about Minkowski spacetime to establish the compactness of the space of causal paths from \( q \) to \( p \) was that the “causal diamond” \( D^p_q \) of points that can be visited by such a path is compact.
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The space of causal paths is compact whenever that is true. \( D^p_q \) is the intersection of the causal future of \( q \) with the causal past of \( p \). We call it a causal diamond.
If the causal diamond $D^p_q$ is not compact, the space of causal paths is generally not compact and a causal path of greatest proper time may not exist. I will give a trivial example to illustrate this and also a less trivial example. Here is the trivial example:

A point $r$ has been omitted, so a sequence of causal paths from $q$ to $p$ need no longer have a limit.
A more interesting example is provided by Anti de Sitter space, but unfortunately to describe it properly without assuming familiarity with AdS spacetime would require quite a digression. I will just give a short explanation for those who are familiar with the Penrose diagram of Anti de Sitter spacetime.
To recapitulate, we are studying causal paths because they are the key to understanding black holes, singularities, and all that, and we have learned that the space of causal paths from a point \( q \) to a point \( p \) in its future is compact as long as the causal diamond \( D^p_q \) is compact. We would like a useful criterion that ensures this.

Luckily there is a good criterion that is very well-motivated physically.
We ask for a spacetime $M$ to be “globally hyperbolic.” This means that it has an initial value surface $C$, and whatever happens in $M$ can be determined from initial conditions on $C$. 
Technically, $C$ is spacelike, every point in $M$ that is not on $C$ is to the past or future of $C$ (but not both), and if $p$ is a point to the future of $C$, then any past-going causal path from $p$ can be continued until it meets $C$ (if $q$ is to the past of $C$, any future-going causal path from $q$ can be continued until it meets $C$). The intuition is that any signal that one observes at $p$ must have arrived at $p$ along some causal path, so it must have originated on $C$ (or more precisely, it could be predicted if one knows the initial data on $C$).
If there were a missing point between $p$ and $C$, a past-going causal path from $p$ could get “stuck” and could not be continued until it reaches $C$:

To predict the physics at $p$, initial data at $C$ would not be enough; one would need to know what signal emerges from the missing point.
If there were a missing point, one could not predict what happens to its future.

So conversely, a spacetime that develops from an initial value surface in a way that is determined by the equations does not have a missing point.
It is not totally clear that only globally hyperbolic spacetimes should be considered in General Relativity, but they are the ones that match the traditional idea of solving the equations to predict the present and the future in terms of the past. So alternatives are more exotic.
Globally hyperbolic spacetimes have the property that spaces of causal paths with suitable conditions on the endpoints are compact. For instance, let $D^C_q$ be the space of causal paths that go from $q$ – in the past of $C$ – to $C$. The space of such paths is compact, as one can see by considering a sequence of paths $\gamma_n \in D^C_q$: 
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Inside the future of \( q \), there is a small piece that looks like a causal diamond in Minkowski spacetime and in particular is compact. If we restrict the \( \gamma_n \) to that diamond, we can make the same argument as in Minkowski space, showing that a subsequence converges to some path \( \gamma^* \) from \( q \) to a point \( q' \) on the boundary of the diamond:
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Now we start at \( q' \), and continue in the same way. A further subsequence converges past \( q' \). We keep going and learn that a subsequence of the \( \gamma_n \) converges all the way up to \( C \). Global hyperbolicity ensures that we can always continue.
In particular, this implies that the subspace of $C$ that can be reached from a point $q$ in its past is itself compact:
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Of course, all this remains true if one exchanges “past” and “future”; in other words, similar remarks apply to a point $p$ in the future of $C$. 
Exercise: Using what I’ve explained so far, show that in a globally hyperbolic spacetime $M$, if $p$ is a point that can be reached by a causal path from $q$ – for instance a future-directed causal path – then $D_{q}^{p}$, the space of all causal paths from $q$ to $p$, is compact. (Likewise the space of points that can be visited by such a path is compact.)
Compactness of the spaces of paths implies (just as in our discussion in Minkowski spacetime) that in a globally hyperbolic spacetime, there is a causal path of maximal proper time from any point $q$ to any given initial value surface $C$, and also from any point $q$ to any point $p$ in its future.
What I want to do from here is to navigate to the easiest-to-explain non-trivial result about singularities. This means not following the historical order. The easiest result to explain is Hawking’s theorem about the Big Bang singularity in traditional cosmology without inflation. It is easier to explain because it only involves timelike geodesics, while more or less all the other applications we will discuss involve the slightly subtler case of null geodesics.
We will start in ordinary Riemannian geometry, where we have more intuition, and then we will go over to the Lorentz signature case. Here is a question: In Riemannian geometry, is a geodesic the shortest distance between two points? Yes for a short enough geodesic, but in general no if one goes too far. A geodesic extremizes the length but may not minimize it. Here is a picture on a two-sphere

A geodesic from $q$ to $p$ that goes less than halfway around the sphere is the unique shortest path between those two points.
But any geodesic that leaves $q$ and goes half-way around the sphere will arrive at a “focal point” $q'$ (also called a caustic) on the other side of the sphere.

A geodesic that is continued past the focal point is no longer the shortest path to its destination, as one can do better by “slipping the path around the sphere.”
There is a general reason for this. If a geodesic $qp$ contains a focal point $q'$, then the $qq'$ part of the geodesic can be slightly displaced to a nearby geodesic also connecting the two points $qq'$. This displaced geodesic automatically has the same length as the first one since geodesics are stationary points of the length function. Then the displaced path $qq'p$ has a “kink” and its length can be reduced by rounding out the kink. So the original geodesic $qp$ was not length minimizing.
It is not important that all geodesics from $q$ are focused to $q'$ (as happens in the case of a sphere). To ensure that the geodesic $qq'p$ is not length minimizing, it is sufficient that there is some direction in which the $qq'$ part can be displaced, not changing its endpoints. We do not even need to know that the $qq'$ geodesic can be displaced exactly as a geodesic. We only need to know that it can be displaced while still solving the geodesic equation in first order. That ensures that the displacement does not change the length function in second order. Rounding off the kink in $qq'p$ does reduce the length in second order, so displacing the $qq'$ segment and rounding off the kink will reduce the length if the displacement caused no increase in second order.
Often, we are interested in a length-minimizing path, not from a point \( q \) to a point \( p \), but from some initial set \( W \) to a point \( p \). (This will be the situation when we are proving Hawking's singularity theorem.) The simple case is that \( W \) is a submanifold. A path that extremizes the distance from \( W \) to \( p \) is now a geodesic that is orthogonal to \( W \):

Just as before, if \( p \) is close enough to \( W \), such a geodesic minimizes the length among paths from \( W \) to \( p \).
But if we continue past a focal point, the geodesic ceases to be length-minimizing:

The appropriate definition of focal point is now a little different. A focal point $q'$ on a geodesic $\ell$ from $W$ to $p$ (with $\ell$ orthogonal to $W$) is defined to be a point on $\ell$ that can be reached from $W$ by another nearby geodesic $\ell'$, also orthogonal to $W$. The reasoning showing that a geodesic with a focal point is not length-minimizing is the same as before; displacing $\ell$ to $\ell'$ does not change the length, and rounding off the kink reduces the length.
Now we go over to Lorentz signature. What we have said has no good analog for *spacelike* geodesics. A spacelike geodesic in a spacetime of Lorentz signature is never a minimum or a maximum of the length function, since oscillations in spatial directions tend to increase the length and oscillations in the time direction tend to reduce it. Two points at spacelike separation can be separated by an everywhere spacelike path that is arbitrarily short or arbitrarily long.
However, what we have said does have a close analog for *timelike* geodesics. Here we should discuss the elapsed proper time of a geodesic (not the length) and spatial fluctuations tend to reduce it. So a sufficiently short segment of any timelike geodesic *maximizes* the elapsed proper time. But if we continue a timelike geodesic past a focal point, it no longer maximizes the proper time.

Rounding out the kink would increase the proper time.

for much the same reason as in the Euclidean signature case. Rounding out the kink would increase the proper time.
I will give two examples of timelike geodesics that do not maximize the proper time between the initial and final points. First is in the motion of the Earth around the Sun.

If you follow this motion over many orbits, you get a geodesic that does not maximize the proper time. One could do better by launching a spaceship into space with almost the escape velocity from the Solar System, so that after a very long time the rocket falls back to Earth. The elapsed proper time is greater for the rocket than for the Earth because it is less affected both by the gravitational redshift and by the Lorentz time dilation.
A second example is in Anti de Sitter spacetime.
In general, focal points are very easy to come by, because a very slight gravitational attraction can cause geodesics to eventually converge. To prove a singularity theorem, we need a good way to prove that timelike geodesics develop focal points. This is provided by the Raychaudhuri equation (actually the original equation due to Raychaudhuri (1955), not a more subtle variant with null geodesics that was introduced later). In $D$ dimensions, we consider a spacetime with an initial value surface $S$ with coordinates $\vec{x} = x^i, i = 1, \ldots, d = D - 1$. 
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$S$
By looking at timelike geodesics orthogonal to $S$, we construct a coordinate system on spacetime:

If a point $p$ is on a geodesic that meets $S$ orthogonally at $\vec{x}$, and $p$ is a proper time $t$ to the future of $\vec{x}$ (along the geodesic) then we assign to $p$ the coordinates $t, \vec{x}$. 
In this coordinate system, the metric is

\[ ds^2 = -dt^2 + \sum_{i,j=1}^{d} g_{ij}(t, \vec{x}) dx^i dx^j. \]

Thus, this coordinate system could be described by imposing the gauge conditions \( g_{00} = -1, g_{0i} = 0. \)

The reason that we used the more geometric language of orthogonal geodesics is that this will help us understand how the coordinate system can break down.
Even if the spacetime does not become singular, our coordinate system breaks down at focal points since a focal point cannot be labeled by which orthogonal geodesic it is on. Since $g_{ij}(t, \vec{x})$ measures the distance between neighboring geodesics, a sufficient criterion for a focal point is

$$\det g_{ij} \to 0.$$  

(This is not a necessary criterion, since if one eigenvalue of $g_{ij}$ goes to 0 and one to $\infty$, then $\det g$ could remain fixed while a focal point develops.)
The Raychaudhuri equation gives a sufficient condition to ensure that
\[ \det g_{ij} \to 0, \]
and therefore that a focal point (or maybe a spacetime singularity) develops, within a known proper time. The Raychaudhuri equation is just the Einstein equation

\[
R_{00} = 8\pi G \left( T_{00} - \frac{1}{2} g_{00} T^\alpha_\alpha \right)
\]
in the coordinate system defined by the orthogonal geodesics.
A straightforward computation in the metric

\[ ds^2 = -dt^2 + \sum_{i,j=1}^{d} g_{ij}(t, \vec{x})dx^i dx^j \]

shows that

\[
R_{00} = -\frac{1}{2} \partial_t (g^{ik} \partial_t g_{ik}) - \frac{1}{4} \left( g^{ik} \partial_t g_{kj} \right) \left( g^{jm} \partial_t g_{mi} \right) \\
= -\frac{1}{2} \partial_t \text{Tr} g^{-1} \dot{g} - \frac{1}{4} \text{Tr}(g^{-1} \dot{g})^2.
\]
It is customary to define

\[ A = \sqrt{\det g} \]

which measures the area (or volume) occupied by a little bundle of geodesics. Then

\[ \frac{\dot{A}}{A} = \frac{1}{2} \text{Tr} g^{-1} \dot{g}. \]

The quantity \( \dot{A}/A \) is called the expansion. (It is often denoted as \( \theta \).)
It is convenient to also define the traceless part of $g^{-1} \dot{g}$ ("the shear")

$$M^i_j = g^{ik} \dot{g}_{kj} - \frac{1}{d} \delta^i_j \text{Tr} g^{-1} \dot{g}.$$ 

Then

$$R_{00} = -\partial_t \left( \frac{\dot{A}}{A} \right) - \frac{1}{d} \left( \frac{\dot{A}}{A} \right)^2 - \frac{1}{4} \text{Tr} M^2.$$ 

If we define

$$\hat{T}_{\mu\nu} = T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T^\alpha_{\alpha},$$

then the Einstein-Raychaudhuri equation $R_{00} = 8\pi G \hat{T}_{00}$ becomes

$$\partial_t \left( \frac{\dot{A}}{A} \right) + \frac{1}{d} \left( \frac{\dot{A}}{A} \right)^2 = -\frac{1}{4} \text{Tr} M^2 - 8\pi G \hat{T}_{00}.$$
The **strong energy condition** is the statement that

\[ \hat{T}_{00} \geq 0 \]

at every point and in every local Lorentz frame. It is satisfied for nonrelativistic matter, for radiation, and for a negative cosmological constant. The outstanding example that does not satisfy the strong energy condition is a positive cosmological constant. If we assume the strong energy condition, then all the terms on the right hand side of the Einstein-Raychaudhuri equation are negative and so we get an inequality

\[ \partial_t \left( \frac{\dot{A}}{A} \right) + \frac{1}{d} \left( \frac{\dot{A}}{A} \right)^2 \leq 0. \]

Equivalently,

\[ \partial_t \left( \frac{1}{\dot{A}/A} \right) \geq \frac{1}{d}. \]
Now we can get a useful condition for the occurrence of focal points. Let us go back to our initial value surface

\[ \dot{A}/A < 0 \] at some point on this surface, say \( \dot{A}/A = -\lambda, \lambda > 0 \). So the initial value of \( 1/(\dot{A}/A) \) is \(-1/\lambda\) and the inequality

\[ \partial_t \left( \frac{1}{\dot{A}/A} \right) \geq \frac{1}{d} \]

implies that \( 1/(\dot{A}/A) \) goes to 0 (from below) within a time \( d/\lambda \).
Equivalently $\dot{A}/A \to -\infty$ within a time $d/\lambda$. In other words, the future-going orthogonal geodesic leaving $S$ at any point at which $\dot{A}/A = -\lambda < 0$ either meets a singularity $\dot{A} \to \infty$ or a focal point $A \to 0$ within a time $d/\lambda$.

(Focal points are easy to come by because of gravitational lensing. In any situation in which the gravitational fields remain weak, we will get a focal point, not a singularity.)
Now we are ready for Hawking’s theorem. Hawking assumed that the Universe is globally hyperbolic with initial surface $S$.

He also assumed the strong energy condition, i.e. he assumed that the stress tensor is made of ordinary matter and radiation. (The inflationary Universe, which gives a way to avoid Hawking’s conclusion because a positive cosmological constant does not satisfy the strong energy condition, was still in the future.) If the Universe is perfectly homogeneous and isotropic, it is described by the Friedmann-Lemaître-Robertson-Walker solution and emerged from the Big Bang at a calculable time in the past.
Suppose, however, more realistically, that the initial surface is not perfectly homogeneous but that the local Hubble constant is everywhere positive. Did such a Universe emerge from a Big Bang? One could imagine that following the equations back in time, the inhomogeneities become more severe, the FLRW solution is not a good approximation, and part or most (or maybe even all) of the Universe did not really come from an initial singularity.
Hawking, however, proved that assuming the strong energy condition and assuming that the Universe is globally hyperbolic, this is not the case. To be more exact, he showed that if the local Hubble constant has a positive minimum value $h_{\text{min}}$ on an initial value surface $S$

then there is no point in spacetime that is a proper time more than $h_{\text{min}}$ to the past of $S$. 
I should explain precisely what I mean by the local Hubble constant. For a homogeneous isotropic expansion such as

\[ ds^2 = -dt^2 + R^2(t)(d\mathbf{x})^2 \]

one usually defines the Hubble constant by \( h = \frac{\dot{R}}{R} \). This is the same as \( h = \frac{\dot{A}}{dA} \) (since \( A = \sqrt{\det g} \) is the same as \( R^d \) in the homogeneous isotropic case). We will use that definition in general, so the assumption on the Hubble constant is \( \frac{\dot{A}}{A} \geq dh_{\text{min}} \), assuming time is measured towards the future. But we will measure time towards the past and so instead we write the assumption as

\[ \frac{\dot{A}}{A} \leq -dh_{\text{min}}. \]
Hawking’s proof consists of comparing two statements. (1) Since the Universe is globally hyperbolic, every point \( p \) is connected to \( S \) by a causal path of maximal proper time.

As we know, such a path is a timelike geodesic without focal points that is orthogonal to \( S \), as shown.
(2) But the assumption that the initial value of $\dot{A}/A$ on the surface $S$ is everywhere $\leq -dh_{\text{min}}$ implies that any past-going timelike geodesic orthogonal to $S$ develops a focal point within a proper time at most $1/h_{\text{min}}$.

Combining the two statements, we see that there is no point in spacetime that is to the past of $S$ by a proper time more than $1/h_{\text{min}}$. Thus (still assuming the strong energy condition) the minimum value of the local Hubble constant gives an upper bound on how long anything in the Universe could have existed in the past.

This is Hawking’s theorem about the Big Bang.
Hopefully, this was enough fun so that you are all anxious to know what we can learn by studying null geodesics. Any null geodesic has zero elapsed proper time. Nevertheless there is a good notion that has similar properties to “maximal proper time” for timelike paths. We will say that a causal path from $q$ to $p$ is “prompt” if there is no causal path from $q$ to $p$ that could have arrived sooner. To be precise, the path $\ell$ from $q$ to $p$ is prompt if there is no causal path $\ell'$ that would have arrived at a point $r$ near $p$ and to its past:
This is a very severe condition. More or less by definition, it means that $p$ must be in the boundary of the causal future of $q$. By the causal future $J^+(q)$, we mean all points that can be reached from $q$ by a future-going causal path. For instance, in Minkowski spacetime, $J^+(q)$ consists of all points in or on the future light cone of $q$:

\[
\begin{array}{cc}
J^+(q) & \\
\end{array}
\]

In Minkowski spacetime, every null geodesic is prompt, and every point on the boundary $\partial J^+(q)$ is connected to $q$ by a prompt null geodesic.
Even though prompt causal paths are very exceptional, they are the useful analogs of proper time maximizing timeline paths. Let us explore their properties.

A short enough segment of any null geodesic in any Lorentz signature spacetime is prompt (as a path between its endpoints), just as if one were in Minkowski spacetime. But if continued, a null geodesic may become non-prompt because of gravitational lensing. For example, when we see multiple images of the same supernova explosion, the images do not arrive at the same time and clearly the ones that do not arrive first are not prompt.
A causal path $\ell$ whose tangent vector is somewhere timelike (rather than null) cannot be prompt, because by modifying $\ell$ slightly to be everywhere null, we could find a nearby causal path that would arrive in the past of $p$. Actually, $\ell$ has to be a null geodesic since if it bends anywhere it is again not prompt.
Finally, to be prompt, a null geodesic from $q$ to $p$ must contain no focal point. Here $q'$ is a focal point if the $qq'$ segment of the null geodesic $qp$ can be slightly displaced to a nearby null geodesic from $q$ to $q'$:

If this is the case, by rounding the corner, one can get a nearby causal path from $q$ to $p$ that is timelike near the corner, and the original $qp$ null geodesic is not prompt.
Likewise, we say that a causal path from a set $W$ to a point $p$ is prompt if it arrives as soon as possible in the same sense. To be prompt, a causal path $\ell$ from $W$ to $p$ has to be a null geodesic, just as before. If $W$ is a submanifold of spacetime, then in addition $\ell$ has to be orthogonal to $W$:

Otherwise, by changing the initial point of $\ell$ a little, one can get a causal path to $p$ that is not everywhere null and which can be deformed to arrive a little sooner. Orthogonality between a spacelike set $W$ and a null curve that intersects it is only possible if $W$ has real codimension at least 2.
A prompt path $\ell$ from $W$ to $p$ must again have no focal point, where now $q$ is a focal point if the segment of $\ell$ that connects $W$ to $q$ can be deformed slightly to a nearby null geodesic, also connecting $W$ to $q$ and orthogonal to $W$:

The reasoning is the same as before.
In a general globally hyperbolic spacetime – such as, maybe, the real Universe – a null geodesic can develop a focal point because of gravitational lensing, so not every null geodesic is prompt. But it is true, just as in Minkowski space, that every point in $\partial J^+(q)$ – the boundary of the causal future of $q$ – is connected to $q$ by a prompt null geodesic. This is actually true if $q$ is replaced by any closed spacelike set $W$: writing $J^+(W)$ for the causal future of $W$, any point $p$ in the boundary $\partial J^+(W)$ is connected to $W$ by a prompt null geodesic.
For the proof: Let \( u \) be a point in \( \partial J^+(W) \). It is the limit of a sequence of points \( p_i \) in the interior of \( J^+(W) \):

Each \( p_i \) can be reached from \( W \) by a causal path \( \gamma_i \).

In a globally hyperbolic spacetime, by choosing a convergent subsequence of the \( \gamma_i \), one can find a causal path \( \gamma \) from \( W \) to \( u \). If \( u \) is really in the boundary of \( J^+(W) \), the path \( \gamma \) is automatically prompt. After all, if some nearby path arrives in the past of \( u \), then \( u \) is not in the boundary of \( J^+(W) \).
In general, a set $C$ is called \textit{achronal} if there are no pairs of points $u, v \in C$ with $v$ connected to $u$ by a timelike path. The boundary of the future of any set $W$ is always achronal since if $u \in \partial J^{+}(W)$ and $v$ is in the future of $u$, then $v$ is in the interior of $J^{+}(W)$, not on its boundary.
The boundary of the future of a (closed) set has one more property, which is crucial in understanding black holes: $\partial J^+(W)$ is always a $d = D - 1$-dimensional manifold without boundary, though often not smooth. In a globally hyperbolic spacetime, it is a closed submanifold. An example is the future light cone of a point $q$, which is a closed but not smooth submanifold of spacetime:

(Note that $q$ itself is considered to be in $J^+(q)$ and in its boundary; in other words, here and later we allow a prompt null geodesic that consists of only one point.)
For the proof, we pick an arbitrary point $p \in \partial J^+(W)$. We want to show that $\partial J^+(p)$ is a manifold near $p$. We pick a small ball near $p$ in which $M$ can be approximated by Minkowski spacetime and pick coordinates $t, \vec{x}$ centered at $p$. Here is a drawing in two dimensions:
Look at the timelike path $\gamma_{\vec{c}}$ parametrized by $t$, with fixed $\vec{x} = \vec{c}$. This path is in the future of $p$ and hence in the interior of $J^+(W)$ is $t$ is positive enough (keeping $\vec{c}$ fixed); it is in the past of $p$ and so not in $J^+(W)$ is $t$ is negative enough. As $t$ increases, the point $(t, \vec{c}')$ can only pass once from outside $J^+(W)$ to inside and this happens at a unique $t$ at which $(t, \vec{c}') \in \partial J^+(W)$. Hence we can take $\vec{c}$ as local coordinates for $\partial J^+(W)$ and $\partial J^+(W)$ is a manifold.
Exercise: Let $\mathcal{W}$ be a circle or a two-sphere, embedded in Minkowski four-space in the obvious way. Describe $\partial J^+(\mathcal{W})$, showing that it is a manifold, though not smoothly embedded in space. What is the topology of $\partial J^+(\mathcal{W})$? Same question with an ellipse or an ellipsoid instead of a circle or sphere. (You should find that $\partial J^+(\mathcal{W})$ is equivalent topologically in each case to the initial value surface $t = 0$, where $t$ is the time. This is consistent with a general constraint on $\partial J^+(\mathcal{W})$ that we will explain presently.)
Just as is in the timelike case, to learn something we need a reasonable way to be able to predict that a null geodesic will develop a focal point if continued far enough. This is provided by the (null) Raychaudhuri equation, which formally is very similar to what we already described in the timelike case.
Given a spacelike surface $W$ of codimension 2, there are two families of future-going null geodesics that are orthogonal to $W$, namely the “outgoing” and “ingoing” ones.

Pick one of those families, say the outgoing one.
The outgoing (future-directed) orthogonal null geodesics from $W$ together form a $(D - 1)$-manifold $U$ that is “null” in the sense that its metric is degenerate. We pick any coordinates $\vec{x} = x^i$, $i = 1, \ldots, D - 2$ on $W$. We recall that a null geodesic does not have a “proper time,” but there exists an affine parameter $u$, well-defined up to $u \rightarrow au + b$ ($a, b$ constants) in which the geodesic equation is just

$$\frac{D^2 x^\lambda}{Du^2} = 0.$$ 

We normalize $u$ to be zero along $W$ and then it is well defined up to multiplication by a function of the $x^i$. So $x^i, u$ are a coordinate system for $U$. 
The metric of $U$ in these coordinates is $\text{d}s^2 = g_{ij}(\vec{x}, u)\text{d}x^i\text{d}x^j$. (This is degenerate as $\text{d}u$ does not appear.) The null Raychaudhuri equation is just the Einstein equation

$$R_{uu} = 8\pi G T_{uu}.$$ 

It is almost the same as it was in the timelike case, except that $d = D - 1$ is replaced by $D - 2$ because there are now only $D - 2$ normal spacelike coordinates. As before, we define

$$A = \sqrt{\det g}$$

and the null expansion is defined by

$$\theta = \frac{\dot{A}}{A}, \quad \dot{A} = \partial_u A.$$ 

Equivalently

$$\theta = \frac{1}{2} g^{ik} \partial_u g_{ik} = \frac{1}{2} \text{Tr} \left( g^{-1} \dot{g} \right).$$
One also defines $M^j_i$ to be the tracefree part of $g^{-1} \dot{g}$ (the "shear"). Then the Einstein-Raychaudhuri equation is

$$\partial_u \left( \frac{\dot{A}}{A} \right) + \frac{1}{D-2} \left( \frac{\dot{A}}{A} \right)^2 = -\frac{1}{4} \text{Tr} \ M^2 - 8\pi G T_{uu}.$$

The null energy condition is the statement that at each point and in each local Lorentz frame,

$$T_{uu} \geq 0.$$

It is not affected by a cosmological constant and is satisfied by any of the usual relativistic classical fields.
Assuming the null energy condition, the Einstein-Raychaudhuri equation gives

\[ \partial_u \left( \frac{\dot{A}}{A} \right) + \frac{1}{D-2} \left( \frac{\dot{A}}{A} \right)^2 \leq 0. \]

By exactly the same steps as in the timelike case, we deduce from this that if, at a given point on \( W \), the initial value of the null expansion is \( \dot{A}/A = -\lambda, \lambda > 0 \), then that geodesic will reach a focal point \( A = 0 \) (or possibly a singularity \( \dot{A} = \infty \)) at a value of the affine parameter

\[ u \leq \frac{D-2}{\lambda}. \]

This knowledge about focal points of null geodesics ultimately leads to singularity theorems, just as we described in the timelike case.
Recalling that, for each $W$, there are two families of future-going orthogonal null geodesics, “incoming” and “outgoing”

we see that there are two null expansions. If $W$ is, for example, a sphere, embedded in the obvious way in Minkowski spacetime, then one null expansion is positive and one is negative.

Exercise: Describe an embedding of a sphere in Minkowski spacetime such that each of the null expansions is positive in one region and negative in another.
Penrose defined a “trapped surface” to be a *compact* spacelike codimension two surface $W$ such that both null expansions are everywhere negative. The motivating example is a surface behind the horizon of a Schwarzschild black hole, represented by a point in the Penrose diagram:
Remember that a point on the Penrose diagram represents a spacelike sphere $S$ (of dimension $D - 2$) whose area, for $D = 4$ for example, is $4\pi r^2$. Behind the horizon, $r$ becomes a “timelike” coordinate and decreases along every causal path. So a point behind the horizon corresponds to a sphere whose expansions are both negative.

and this is the motivating example of a trapped surface.
Before explaining what Penrose proved about trapped surfaces, we need to know a couple more facts about a globally hyperbolic spacetime $M$ with initial value surface $S$: If $C$ is any achronal set in $M$, it is topologically equivalent to a subset of $S$. Roughly speaking that is because if one picks a time direction, then the flow in the time direction maps $C$ to $M$. Here it is important for $C$ to be achronal:
The special case of this that Penrose used is the following: In a globally hyperbolic spacetime $M$ of dimension $D$, with noncompact (connected) initial value surface $S$, for any subset $C$, the boundary of the future of $C$, namely $\partial J^+(C)$, cannot be compact. For $\partial J^+(C)$ is an achronal manifold with the same dimension $d = D - 1$ as $S$. As such it will be topologically equivalent to a submanifold of $S$. But a noncompact (connected) manifold $S$ doesn’t have any compact submanifold of the same dimension. So in such a spacetime, for any $C$, $\partial J^+(C)$ is not compact.
Now let me explain what Penrose did. Spherically symmetric collapse to a black hole is described by the familiar picture.

Behind the horizon a singularity forms.
For the spherically symmetric case, one can just solve the equations and demonstrate the formation of a singularity. But what happens if the geometry is not quite spherically symmetric? Does infalling matter still collapse to a singularity, or does it “miss”? Penrose wanted a robust criterion for formation of a singularity that would not depend on precise spherical symmetry. For this, he introduced the idea of a trapped surface.

He showed that a singularity – or at least a failure of predictivity – must occur once a trapped surface forms. Obviously, the condition for a spacetime to contain a compact trapped surface is stable against small perturbations of the geometry, so Penrose’s result shows that singularities form generically in gravitational collapse.
To be precise, Penrose’s singularity theorem says that if $M$ is a globally hyperbolic spacetime with a noncompact initial value surface $S$, and $C$ is a compact trapped surface in $M$, then $M$ is geodesically incomplete: at least one orthogonal null geodesic from $C$ cannot be continued indefinitely into the future (technically, to an infinite value of its affine parameter). This is commonly called a “singularity theorem” because of a presumption that the reason that the geodesic cannot be continued is the same as in Schwarzschild: it ends at a singularity. However, this goes beyond what is proved.
If $C$ is a compact trapped surface, its null expansions $\dot{A}/A$, being everywhere negative, satisfy a bound

$$\frac{\dot{A}}{A} < -\lambda$$

for some constant $\lambda > 0$. Then Penrose proves, to be precise, that at least one of the future-going null geodesics orthogonal to $C$ cannot be extended to a value of its affine parameter greater than $(D - 2)/\lambda$. 
Suppose on the contrary that every one of the future-going null geodesics orthogonal to \( C \) can be extended beyond an affine distance \( (D - 2)/\lambda \). This means, according to Raychaudhuri’s equation, that they can be extended beyond their first focal point. Now think about \( \partial J^+(C) \), the boundary of the future of \( C \). It consists of points on the future-going orthogonal null geodesics from \( C \) that are not beyond focal points. If a given geodesic \( \ell \) can be extended beyond its first focal point, then the part of \( \ell \) that is in \( \partial J^+(C) \) is compact. Since \( C \) itself is compact, this implies that \( \partial J^+(C) \) is compact.
We proved before that it is impossible for $\partial J^+(C)$ to be compact, so the conclusion is that at least one of the orthogonal null geodesics in question cannot be extended in the way that was assumed.
Notice that if a future-going null geodesic ends at a singularity before reaching a focal point, then it is not compact and may be entirely contained in $\partial J^+ (C)$, which would then also not be compact. This is what actually happens for the motivating example:
Here are some exercises to understand the fine print in Penrose’s theorem:

(1) De Sitter space in dimension $D$ can be described with the metric

$$ds^2 = -dt^2 + R^2 \cosh^2(t/R)d\Omega^2$$

where $d\Omega^2$ is the metric of a $D-1$-sphere. Convince yourself that this is a globally hyperbolic spacetime with a *compact* initial value surface (so Penrose’s theorem doesn’t apply). Also convince yourself that it is geodesically complete; all geodesics can be continued to infinite affine parameter in both directions. Find a compact trapped surface $C$. Can you describe the boundary of the future of $C$? You should find that $\partial J^+(C)$ is topologically equivalent to the initial value surface, as the above arguments imply.
(2) Consider the following metric, which describes just a portion of de Sitter space:

\[ ds^2 = -dt^2 + R^2 \exp(-2t/R)(d\vec{x})^2, \quad \vec{x} \in \mathbb{R}^{D-1}. \]

Show that it is globally hyperbolic with noncompact initial value surface. Thus Penrose’s theorem applies. Find a compact trapped surface. Do you see a singularity? What does Penrose’s theorem mean for this spacetime? What is the boundary of the future of the trapped surface?

Hint: Look at null geodesics. You should find that every null geodesic intersects the initial value surface at (say) \( t = 0 \), as required by global hyperbolicity. But are geodesics complete in the sense of extending to infinite affine parameter in both directions?
What Penrose’s theorem actually tells us about the region inside a black hole is very limited, and therefore it comes as a nice surprise that the ideas we’ve developed lead relatively easily to an understanding of important properties of black holes. (This is largely due to Hawking.)

To be more exact, I should say that these ideas plus one more assumption lead to such an understanding.
It is not possible to get a good theory of black holes without knowing, or assuming, that something worse does not happen. “Something worse” would be the formation of a naked singularity, visible to an outside observer, and possibly bringing spacetime, or at least the predictive power of classical General Relativity, to an end.
For example, imagine that gravitational collapse creates an outgoing shock wave singularity.

If the singularity is bad enough that the classical Einstein equations break down, and the classical spacetime cannot be continued beyond it (based only on information provided by Einstein’s theory), then we cannot use classical General Relativity to get a general theory of gravitational collapse. We would need a better theory, maybe quantum gravity or string theory.
Penrose introduced the hypothesis of “cosmic censorship,” which (in its simplest form) says that this does not happen: in gravitational collapse, or any localized process in an asymptotically Minkowskian spacetime, the region in the far distance and far future continues to exist, just as in Minkowski spacetime.

Moreover, the hypothesis says that there is no “naked singularity” visible to a distant observer. Any singularity – where the classical Einstein equations break down – is supposed to be hidden behind a horizon.
If true, this is a quite remarkable and genuinely surprising fact – on a par with strong subadditivity, I am tempted to say! – and possibly a little disappointing. It is genuinely surprising because the classical Einstein equations have no obvious stability properties, and disappointing because we lose our chance to get observational evidence concerning a hypothetical better theory.

Personally as of 15 years ago, I thought there was very little evidence for cosmic censorship. But by now, the fact that computer simulations of black hole collisions have not generated any naked singularities has given reasonably strong evidence for cosmic censorship. Of course, recent observations of gravitational waves have greatly enhanced the interest of these simulations.
Whether cosmic censorship is true – and how exactly to formulate it; I have here omitted numerous important technical issues – is regarded by many as the outstanding unanswered question about classical General Relativity.
If cosmic censorship is assumed, one can make a nice theory of black holes. First of all, the black hole region in spacetime is the region $B$ this is not visible to an outside observer. To be somewhat more exact, let $I$ be the worldline of a timelike observer who remains more or less at rest at a great distance, in the asymptotically flat region observing whatever happens. We denote as $J^-(I)$ the causal past of this observer, i.e. all the points from which the observer can receive a signal. If $M$ is the full spacetime, then the black hole region $B$ is the complement of $J^-(I)$ in $M$:

$$B = M \setminus J^-(I).$$

The black hole horizon $H$ is defined to be the boundary of $B$:

$$H = \partial B.$$
Let us first prove that this definition is sensible by showing that the existence of a black hole region is a generic property of gravitational collapse. We will show that any trapped surface $W$ is in the black hole region $B$. In other words, we will show that a signal from a trapped surface cannot reach the outside observer.
If a causal signal from the trapped surface $W$ can reach the worldline $\mathcal{I}$ of the distant observer, there is a first point $p$ at which this can occur:

The causal path from $W$ to $p$ would be prompt, so it would be a future-going null geodesic $\ell$ from $W$ to $p$, orthogonal to $W$, and without focal points. Since $W$ is a trapped surface, there is a focal point on $\ell$ within a known, bounded affine distance from $W$. But $\mathcal{I}$, the worldline of the outside observer, can be arbitrarily far away. So this is a contradiction and there is no causal signal from $W$ to $\mathcal{I}$. 
So assuming cosmic censorship, a black hole forms in any asymptotically flat spacetime that contains a trapped surface – and thus in any spacetime that is close enough to the explicit Schwarzschild and Kerr solutions.
An obvious fact is that if a set $W$ is contained in the black hole region $B$, then its future $J^+(W)$ is also in $B$. For if $q$ is in the future of $W$ and an event at $q$ can be seen by the distant observer, then that observer can also receive a signal from $W$: 
There might be any number of black holes in spacetime, so on a given initial value surface $S$, the black hole region might have several connected components $W_i$: 
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Black holes can merge, but a black hole cannot split, in the sense that if $W$ is a connected component of the black hole region on a given initial value surface $S$, then the future of $W$ must intersect any initial value surface $S'$ that is to the future of $S$ in a connected component. In other words the following is impossible:

(If there is any causal path from $W$ to $W_1$ or $W_2$, then by maximizing the proper time, we learn that there is a causal (timelike or null) geodesic with that property. The space of causal geodesics starting at $W$ is connected, and cannot be continuously divided into two disjoint sets, consisting of geodesics that connect $W$ to $W_1$ or to $W_2$.)
Now we want to discuss the “horizon generators.” Let $q$ be a point on the black hole horizon, and let $\mathcal{I}$ be the timelike worldline of a more or less stationary observer at infinity.

A point $q$ on the horizon is the limit of a sequence of points $q_1, q_2, q_3, \ldots$ outside the horizon. Each of the $q_i$ is connected to the worldline $\mathcal{I}$ by a future-going prompt null geodesic $\ell_i$. As $q_i \to q$, the $\ell_i$ approach a going null geodesic $\ell$ from $q$. 
ℓ is everywhere on the horizon \( H \), which we recall is the boundary of the black hole region \( B \): (1) \( \ell \) can never go outside \( B \), since a causal curve starting at \( q \in H = \partial B \) can never reach outside \( B \); (2) and \( \ell \) cannot be in the interior of \( B \), because it is the limit of the prompt null geodesics from \( q_i \) that are strictly outside \( B \).

So \( \ell \) is everywhere in \( B = \partial H \).
Pick an initial value surface $S$ that contains $q$ and let $W = S \cap H$.

\[\ell\] must be orthogonal to $W$, or else by leaving $W$ from a nearby point to $q$, one could find a causal path that would go to the past of $\ell$, that is, it would go outside $B$, contradicting the fact that by definition $W \subset H \subset B$. For similar reasons $\ell$ has no focal points. So $\ell$ is a prompt causal path from $W$. 
The orthogonal null geodesics from $W$ that stay in the horizon are called horizon generators. Every point in $W = H \cap S$ is contained in one of these horizon generators, and together they sweep out a three-manifold $H'$. From what we’ve seen, $H'$ is contained in the horizon $H$, and near $W$, the two are the same. But if we continue into the future, $H'$ may not coincide with $H$ since, for example, new black holes may form, as a result of which the horizon (even its connected component that contains $W$) may not be swept out entirely by the horizon generators that come from $W$: 
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The final result that I will explain about classical horizons is probably the most important: the Hawking area theorem. It says that the area of a black hole horizon can only increase, meaning that the area measured on an initial value surface $S'$ to the future of $S$ is at least as big as the area measured on $S$:
It suffices to show that the null expansion \( \theta = \dot{A}/A \) of the horizon generators that connect \( \mathcal{W} \) to \( i^+ \) is everywhere nonnegative. This being true for any choice of \( S \) (or \( \mathcal{W} = S \cap \mathcal{H} \)) means that the horizon area is everywhere locally nondecreasing:

(To fully determine the growth of the horizon area, one has to take into account that new horizon generators can come into existence in the future of \( S \). But that can only give a further increase in the horizon area.)
To show that the null expansion of the horizon generators is everywhere $\geq 0$, imagine that at some point of $W = H \cap S$, one has $\theta < 0$. Then we can push $W$ out to a surface $W'$ that is partly outside of $B$, such that $\theta < 0$ in the portion outside of $B$: 
Since it is not entirely contained in $B$, $W'$ is connected to the worldline $\mathcal{I}$ of an observer at infinity by a causal path $\ell$, which we can choose to be prompt:

\[ \ell \text{ must connect } \mathcal{I} \text{ to a point in } W' \text{ that is outside } B, \text{ but we chose } W' \text{ so that at such points, } \theta < 0. \text{ Hence } \ell \text{ must have a focal point within a bounded affine distance of } W'. \text{ This contradicts the fact that } \mathcal{I} \text{ can be arbitrarily far away. So in fact there was nowhere on } W \text{ with } \theta < 0. \]
There are a few more results that I want to explain: *topological censorship*, the *Gao-Wald theorem*, and the *average null energy condition (ANEC)*.
Topological censorship says that although, in an asymptotically flat spacetime, there may be a “wormhole” in an initial value surface $S$, a causal path cannot go through the wormhole and come out the other side. So no shortcuts through the wormhole to a distant galaxy!
In $3 + 1$ dimensions, a wormhole in the initial value surface $S$ means that $S$ is not simply connected. By replacing $S$ with its universal cover, one converts to an equivalent picture in which $S$ is simply connected but has more than one asymptotically flat region, and the wormhole connects different such regions:
The motivating example of topological censorship is the analytically continued Schwarzschild solution. There are two asymptotically flat regions connected by a wormhole, but one cannot travel through the wormhole without falling into the singularity:

Topological censorship says that this is general.
For the proof, let $W$ be a large sphere near infinity in one asymptotically flat region.

For a causal path from $W$ to reach a timelike worldline near infinity in the second asymptotically flat region, it must first head in from $W$ to the wormhole, go through the wormhole, and eventually head out to $\mathcal{I}$ in the second asymptotically flat region. If there is a causal path that does that, there is a prompt one. The prompt path would have no focal point, but this is impossible since the initial null expansion on $W$ is negative, and $\mathcal{I}$ can be arbitrarily far away in the second asymptotically flat region.
There is actually a refinement of this result that is important in view of recent developments. Until now, in discussing null geodesics, we have assumed the null energy condition

\[ T_{uu} \geq 0. \]

That condition is satisfied by reasonable classical matter, but it is not satisfied by the expectation value of the quantum stress tensor. It turns out that cosmological censorship is valid under a weaker hypothesis known as the “average null energy condition” (ANEC).
The ANEC states that if $\ell$ is a null geodesic, with affine parameter $u$ that runs to infinity at both ends, then

$$\int_{-\infty}^{\infty} \, du \, T_{uu} \geq 0$$

in the sense that this operator has a nonnegative expectation value in every quantum state. I will explain how to show that the ANEC is enough for topological censorship, but first I want to discuss the Gao-Wald theorem. (The ANEC is actually not universally true in QFT; as we discuss later, it is only believed to be true for null geodesics that are achronal as well as being complete in both directions. This case suffices for the Gao-Wald theorem and leads to the appropriate statement about wormholes.)
The Gao-Wald theorem says that the AdS/CFT correspondence is compatible with causality. This means the following. Let $M$ be an asymptotically AdS spacetime. By adding some points at spatial infinity, one can get a partial conformal compactification of $M$. The points at infinity make up a Lorentz signature manifold $N$ and AdS/CFT duality says that a gravitational theory on $M$ is equivalent to some conformal field theory on $N$: 
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Now we consider causality. In the boundary CFT, a boundary event $q$ can influence a boundary point $p$ if there is a boundary causal path between them, while from the bulk point of view, $q$ can influence $p$ if there is a bulk causal path between them:

If $qp$ is a prompt null geodesic on the boundary, is there a causal path $qp'$ in the bulk with $p'$ a boundary point to the past of $p$? If yes, then the duality is in conflict with causality.
I should say that in empty AdS spacetime, the prompt geodesic through the bulk arrives at exactly the same moment as the prompt one in the boundary, i.e. the best one can do is precisely $p' = p$. What happens if one perturbs away from empty AdS, by adding some matter or gravitational perturbations? The Gao-Wald theorem says that there is never a causality-violating shortcut through the bulk.
If there were a causality-violating shortcut, then there would be one that is prompt in the sense that on some chosen timelike worldline $\mathcal{I}$ through $p$, it arrives as soon as possible:
The prompt shortcut would be a null geodesic without focal points. But as we will see, after a generic perturbation of empty AdS spacetime, assuming that the bulk null geodesics between boundary points satisfy the ANEC,

$$\int_{-\infty}^{\infty} du \ T_{uu} \geq 0,$$

every null geodesic between boundary points in AdS has a focal point. Hence there is no bulk shortcut that improves what one can do on the boundary.
To explain the two points that I have mentioned – the refinement of topological censorship to incorporate the ANEC, and the statement about AdS/CFT – we need to look more carefully at the condition for a null geodesic to be prompt. It is not prompt if any compact piece of it can be displaced to a nearby null geodesic with the same endpoints:

For then, as usual, by rounding off the kinks, we can get a causal path that is a little more prompt.
The original null geodesic $\ell$ obeyed the geodesic equation

$$\frac{D^2 x^\mu}{D u^2} = 0,$$

with affine parameter $u$. Being null, it also satisfies

$$g_{\mu\nu} \frac{dx^\mu}{du} \frac{dx^\nu}{du} = 0.$$

Now we consider a small displacement $x^\mu(u) \to x^\mu(u) + \varepsilon^\mu(u)$. We want to displace $\ell$ (in a compact region) preserving its being null, so we require

$$g_{\mu\nu} \varepsilon^\mu(u) \frac{dx^\nu(u)}{du} = 0.$$

We are not interested in reparametrizations of the original geodesic, so we are not interested in the part of $\varepsilon^\mu$ that is proportional to $dx^\mu/ds$. All this means that we only have to consider fluctuations $\varepsilon^i$ in the $D - 2$ normal spacelike directions.
The linearization of the geodesic equation $D^2 x^\mu/Ds^2$ for a small displacement $x^\mu \to x^\mu + \varepsilon^\mu$ gives an equation for the $\varepsilon^i$:

$$\frac{D^2 \varepsilon_i}{Du^2} + R_{i\alpha j\beta} \frac{dx^\alpha}{du} \frac{dx^\beta}{du} \varepsilon^j = 0.$$  

Since a 1-manifold is flat, we can pick a gauge in which covariant derivatives $D/Du$ can be replaced by ordinary derivatives $d/du$ and so the equation is

$$H \varepsilon = 0$$

where

$$H = - \frac{d^2}{du^2} \delta_{ij} - R_{i\alpha j\beta} \frac{dx^\alpha}{du} \frac{dx^\beta}{du}.$$  

In other words, $H$ is a 1-dimensional Schrodinger Hamiltonian for a vector-valued wavefunction $\varepsilon^i(u)$ with a matrix-valued potential

$$M_{ij} = -R_{i\alpha j\beta} \frac{dx^\alpha}{du} \frac{dx^\beta}{du}.$$
A zero-mode of $H$ in any compact interval $u_1 \leq u \leq u_2$ will mean that the original null geodesic $\ell$ is not prompt:
On a sufficiently small interval,

\[ H = -\frac{d^2}{du^2} - R_{i\alpha j\beta} \frac{dx^\alpha}{du} \frac{dx^\beta}{du} \]

is dominated by the kinetic energy and has a strictly positive spectrum. So a short enough piece of any null geodesic is prompt. As we increase the length of the interval \([u_1, u_2]\), the ground state energy is monotonically decreasing, since the ground state wavefunction on one interval can be used as a variational trial wavefunction on a larger interval. So there is some interval on which the ground state energy is zero if and only if the ground state energy on the whole real line \(-\infty < u < \infty\) is negative. If so, a long enough piece is not prompt.
How do we show that the ground state energy on the whole real line is negative? An obvious approach is to use a variational trial wavefunction for the ground state energy of

\[ H = -\frac{d^2}{du^2}\delta_{ij} + M_{ij}(u), \quad M_{ij}(u) = R_{i\alpha j\beta} \frac{dx^\alpha}{du} \frac{dx^\beta}{du} \]

We consider a trial wavefunction \( \epsilon^i(u) = c^i \) with a constant \( c^i \). The expectation value of the kinetic energy is 0, and the expectation value of the potential energy is

\[ -\int_{-\infty}^{\infty} du M_{ij}(u) c^i c^j. \]

A sufficient condition for this to be negative for some \( c^i \) is that its average value, averaged over all unit vectors \( c^i \), is negative. This is so if

\[ -\int_{-\infty}^{\infty} du \text{Tr} M < 0. \]
But

$$\text{Tr } M = g^{ij} R_{i\alpha j\beta} \frac{dx^\alpha}{du} \frac{dx^\beta}{du} = R_{uu} = 8\pi GT_{uu}$$

where we use the Einstein equations in the last step. So the ground state energy is negative if

$$\int_{-\infty}^{\infty} du \ T_{uu} > 0.$$  

In other words, we have learned that an infinite null geodesic $\ell$, or a sufficiently long piece of it, is never prompt if the statement of the average null energy condition (ANEC) holds with a strict inequality, rather than an equality. (A minor extension of the argument shows that the same conclusion holds in the case of equality, unless $T_{uu}$ is identically 0 along $\ell$.)
For the Gao-Wald theorem, this tells us that there cannot be a causality-violating shortcut through the bulk if

$$\int_{-\infty}^{\infty} du \ T_{uu} > 0$$

for every null geodesic that connects two boundary points. But even if there is some null geodesic that saturates this inequality, it does not matter and there is still no causality-violating shortcut. A spacetime $M$ in which the ANEC is saturated (but not violated) for some null geodesics, i.e. in which every complete null geodesic satisfies

$$\int_{-\infty}^{\infty} du \ T_{uu} \geq 0$$

can be infinitesimally perturbed to a spacetime $M'$ in which the ANEC is a strict inequality. If $M$ had a causality-violating shortcut then (for a sufficiently small perturbation) $M'$ would also. Since we know that $M'$ has no causality-violating shortcut, the same is true for $M$. 
In the case of topological censorship, now that we have results on complete null geodesics, we can formulate the question as being whether there is a causal path from a point \( q \) in past null infinity in one asymptotically flat region to a worldline \( \mathcal{I} \) in future null infinity in the other. If yes, there is a prompt such path
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but as long as the ANEC is satisfied as a strict inequality for this geodesic this is impossible. If the ANEC is saturated, we make the same argument as before, making an infinitesimal perturbation that disturbs the saturation of the ANEC. So we can only violate topological censorship if we violate the ANEC.
We will conclude by trying to understand the ANEC (average null energy condition), to begin with in Minkowski spacetime. First of all, in 2-dimensional Minkowski spacetime, the ANEC is just positivity of energy. If we use light cone coordinates

$$x^\pm = x \pm t,$$

then a null geodesic is, for example, $x^- = 0$. The null energy density $T_{++}$ integrated on this null geodesic is just the total $P_+$

$$P_+ = \int_{x^- = 0} \mathrm{d}x^+ T_{++}.$$

It is nonnegative, and vanishes only for the vacuum state, in any Lorentz-invariant QFT.
Note that this is true even though the geodesic is not quite a good initial value surface.

since it isn’t spacelike. A massless particle moving to the right at the speed of light never passes through this surface, and therefore $P_-$ is not an integral over this surface, although $P_+$ is.
The ANEC becomes interesting in $D > 2$ dimensions. Now as well as $x^+$ and $x^-$ there are $D - 2$ transverse coordinates $\vec{x}$. We are now going to work on the null hypersurface $H$ defined by $x^- = 0$.

It is a better initial value surface than in the $D = 2$ case because even a massless wave (localized in spacetime) will have to pass through $H$. 
The nul hypersurface $H$ is “ruled” by null lines (geodesics that are complete in both directions):

and we will discuss the ANEC for these null lines.
The total $P_+$ can be computed as an integral on $H$:

$$P_+ = \int_H \mathrm{d}x^+ \mathrm{d}\vec{x} \ T_{++}(x^+, \vec{x}, x^- = 0).$$

It is nonnegative, and zero only for the vacuum state $\Omega$. Now let us consider the ANEC integral, which depends on the choice of a value of $\vec{x}$:

$$A(\vec{x}) = \int \mathrm{d}x^+ \ T_{++}(x^+, \vec{x}, x^- = 0).$$

So

$$P_+ = \int \mathrm{d}\vec{x} \ A(\vec{x}).$$

The ANEC says that $A(\vec{x})$ is positive, for any $\vec{x}$ (and any $x^-$, here taken to be 0). That is what we want to understand.
Since

\[ [P_+, A(\vec{x})] = 0, \]

\( A(\vec{x})\Omega \) is a state with the same \( P_+ \) as the vacuum \( \Omega \). It therefore is a multiple of \( \Omega \), and, in a Lorentz-invariant theory, the multiple is 0:

\[ A(\vec{x})\Omega = 0. \]
Now we will have to remember what we learned the other day about Rindler spaces:

The null hypersurface $H$, together with another one $H'$, divides Minkowski space into four pieces including the right and left Rindler wedges $\mathcal{U}$ and $\mathcal{U}'$. 
Associated with this decomposition, there is a modular operator $\Delta_{\mathcal{U}}$, and this is one of the rare cases in which there is an explicit description of a modular operator: its logarithm is the Lorentz boost generator $K$ in the $x^+ - x^-$ plane, up to a constant:

$$\log \Delta_{\mathcal{U}} = -2\pi K.$$

But $K$ can be written as an integral over the null hypersurface $H$

$$K = \int_H d\mathbf{x}^+ d\mathbf{x}^+ x^+ T_{++}$$

and so

$$\log \Delta_{\mathcal{U}} = -2\pi \int_H d\mathbf{x}^+ d\mathbf{x}^+ x^+ T_{++}.$$

(I am not writing the vacuum state $\Omega$ in the notation for the modular operator; it will be kept fixed.)
Now let $A_f$ be what we get by smearing the ANEC operator with a function $f(\vec{x})$:

$$A_f = \int d\vec{x} f(\vec{x}) A(\vec{x}) = \int_H dx^+ dx^- f(\vec{x}) T_{++}(x^+, \vec{x}, x^- = 0)$$

We want to consider the unitary transformation

$$U_f = \exp(iA_f).$$

It is not a symmetry, and it does not act in a simple way except on the hypersurface $H$. But on operators on the hypersurface, it acts simply by

$$x^+ \to x^+ + f(\vec{x}), \quad x^- \to x^-, \quad \vec{x} \to \vec{x}.$$

Also it satisfies

$$U_f \Omega = \Omega$$

since

$$A_f \Omega = 0$$

for all $f$. 
Let us look again at the picture of two hypersurfaces and two Rindler wedges:

$H$ is divided by $H'$ into two pieces that I've called $B$ and $B'$. The algebra $\mathcal{A}_U$ of operators in the wedge $U$ can be characterized as consisting of all operators that commute with operators on $B'$, and conversely the algebra $\mathcal{A}_{U'}$ of operators on $U'$ can be characterized as consisting of all operators that commute with operators on $B$. 
Because $\mathcal{U}$ and $\mathcal{U}'$ are, in this sense, determined by $B$ and $B'$, I will write the modular operator as $\Delta_B$ rather than $\Delta_{\mathcal{U}}$. 
Now we act with the unitary transformation $U_f$. Here is a picture just on $H$: the region $B : x^+ \geq 0$ is mapped to a region $B_f : x^+ \geq f(\vec{x})$:

Thus $U_f$ (assuming $f > 0$) maps $B$ to a smaller region $B_f$ (and maps its complement $B'$ to a larger region $B'_f$).
Since $U_f$ maps the vacuum $\Omega$ to itself, it will map the modular operator $\Delta_B$ for region $B$ (and the state $\Omega$) to the modular operator $\Delta_{Bf}$ for region $B_f$ (and the same state):

$$U_f \Delta_B U_f^{-1} = \Delta_{Bf}.$$

Likewise

$$U_f \log \Delta_B U_f^{-1} = \log \Delta_{Bf}.$$

But since

$$\log \Delta_B = -\frac{1}{2\pi} \int_H dx^+ d\vec{x} x^+ T_{++},$$

the transformation $x^+ \rightarrow x^+ - f(\vec{x})$ simply gives

$$\log \Delta_{Bf} = -\frac{1}{2\pi} \int_{\tilde{X}} dx^+ d\vec{x} (x^+ - f(\vec{x})) T_{++}$$

(a formula whose earliest version is due to A. Wall). Thus

$$\log \Delta_{Bf} - \log \Delta_B = \frac{1}{2\pi} \int dx^+ d\vec{x} f(\vec{x}) T_{++} = A_f.$$
Now let us assume that $f$ is everywhere nonnegative. Then region $B_f$ is contained in region $B$. Monotonicity of relative entropy was derived from an inequality stating that making the region smaller makes $\log \Delta$ bigger, so

$$\log \Delta_{B_f} \geq \log \Delta_B$$

But in the present case, the difference between the two is

$$A_f = \int d\vec{x} \, f(\vec{x}) A(\vec{x})$$

where $A(\vec{x})$ is the ANEC operator. Positivity of this for all nonnegative functions $f$ gives the ANEC,

$$A(\vec{x}) \geq 0.$$
I would like to conclude by saying something about the ANEC in a general spacetime. First of all, it is not believed to be true for an arbitrary null geodesic in an arbitrary spacetime. For example, in 2d Minkowski space compactified on a circle,

\[ ds^2 = -dt^2 + dx^2, \quad 0 \leq x \leq 2\pi R \]

a scalar field has a negative Casimir energy density, which is constant in spacetime. Hence the ANEC integral on a null geodesic that winds around the cylinder is negative:
Something that is notable about this example is that the geodesic in question is not *achronal*, since one can easily find a timelike path from this geodesic to itself:
It is believed that the ANEC holds for null geodesics that are complete in both directions and also achronal. I should mention that nontrivial examples are scarce (the basic ones are null geodesics in Minkowski, AdS, or dS space and horizon generators in a Schwarzschild or Kerr black hole). The ANEC in this generality isn’t fully understood so I cannot give a complete explanation. But I will describe what I presume is the role of the achronal condition. (In the context of the ANEC, the following was first used by A. Wall, arXiv:0910.5751.) As we saw from the proof in Minkowski spacetime, to prove the ANEC, it helps to embed our null geodesic in a null hypersurface with nice properties. For a generic null geodesic, no particular way to do this presents itself.
However, suppose that $\ell$ is an *achronal* null geodesic. Let $J^+(\ell)$ be the causal future of $\ell$ and $J^-(\ell)$ the causal past of $\ell$. The achronal condition is needed to ensure that the interiors of $J^+(\ell)$ and $J^-(\ell)$ are disjoint:
Clearly $J^+(\ell)$ is to the future of $J^-(\ell)$. A theorem of Galloway, proved using ideas similar to what we’ve discussed, shows that the past boundary of $J^+(\ell)$ is the same as the future boundary of $J^-(\ell)$, that is there is no gap between them as suggested on the left here, rather the picture is as on the right:

The common boundary of $J^+(\ell)$ and $J^-(\ell)$ is a null hypersurface $H$, which contains $\ell$, and has special properties.
I presume that the general achronal ANEC can be proved by adapting the Minkowski spacetime argument to this more general case, using the hypersurface $H$. Certainly many of the necessary ingredients are known.